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CardioQNet: The Ultra-light Weight 2D+t Multivariate Classifier
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Figure 3.17: CardioQNet - The ultralight-weight architecture, derived using semi-automatic neural architecture
search method. This is optimised for 2-dimensional echocardiographic classification and regression tasks.
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Figure 4.3: The lightweight hybrid architecture in a multi-stream configuration for echocardiography frame
classification. CardioQNet is used for weight sharing feeding 14 view-specific layers in the LSTM. Numbers of
kernels in each layer and their corresponding sizes are shown accordingly.
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/ Research Outcomes \

« The model was validated against known
models with variable frame length and
224x224 spatial resolution: MobileNetv2,
ResNet50 and VGGI16 achieved 91.76%,
90.32% and 94.28% respectively. Also, the
inference time of 15.8ms, 19.53ms,
30.76ms, respectively.

« The derived model (CardioQNet)
outperformed all the chosen state-of-the-
art models on 2D echo cine loop video in

terms of inference speed (2.52ms), and
Qccurocy (96.20%). /
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