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Fig. 3 Schematic of a DARTS cell. Left: a computational cell with four nodes C° — C®. Edges
connecting the nodes represent some candidate operations (e.g., 5 x 5 convolution, 3 x 3 convo-
lution, and max-pooling shown in Fig. 3 by red, blue, and green lines, respectively). Right: the best-
performing cell leamnt from retaining the optimal operations. Figure inspired by Elsken et al.*
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/ \ Research Impacts

» The 2-Cell DART model was validated
against known models with best spatial
resolution of 128x128: DenseNet201,
ResNet18 and VGGN16 achieved 93.8%,
92.9% and 93.2% respectively.

* The derived lightweight model (CardioZAL)
outperformed the chosen state-of-the-art
models on 2D echo cine loop video in terms
of inference speed (1.75ms), and accuracy

(96.9%) with inference speed of 11.8ms and
uean model error of 0.24 +/- 0.0037. /
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